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Many real problems require an optimal solution rather than,,
any solution. Whereas decision problems require a yes/n
answer, optimization problems require the best solutioums t
differentiating the possible solutions. In practice, therust
be a classification scheme to determine how one solutio
compares with the others. Such classification may be segp
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Abstract

Many combinatorial optimization problems entail
a number of hierarchically dependent optimization
problems. An often used solution is to associate a
suitably large cost with each individual optimiza-
tion problem, such that the solution of the resulting
aggregated optimization problem solves the origi-
nal set of optimization problems. This paper starts
by studying the package upgradeability problem in
software distributions. Straightforward solutions
based on Maximum Satisfiability (MaxSAT) and
pseudo-Boolean (PB) optimization are shown to be
ineffective, and unlikely to scale for large problem
instances. Afterwards, the package upgradeability
problem is related to multilevel optimization. The
paper then develops new algorithms for Boolean
Multilevel Optimization (BMO) and highlights a
number of potential applications. The experimen-
tal results indicate that algorithms for BMO al-
low solving optimization problems that existing
MaxSAT and PB solvers would otherwise be un-
able to solve.

Introduction

lems are present not only in your daily life but also in many
real applications.

Clearly, the problems we target can be encoded as a con-
straint optimization problem, making use of the available
technology for dealing with preferences. Preference han-
dling is a current hot topic in Al with active research linas i
constraint satisfaction and optimizatibRossiet al., 2004.
Broadly, preferences over constraints may be expressed qua
titatively or qualitatively. Soft constraints model quisaiive
preferences by associating a level of satisfaction withn edic
the solution§Mesegueet al,, 2004, whereas CP-nets model
qualitative preferences by expressing preferential dépen
cies with pairwise comparisofiBoutilier et al., 2004. Fur-
thermore, preference-based search algorithms can be-gener
alized to handle multi-criteria optimizatiddunker, 2004

A straightforward approach to solve a special case of a con-
straint optimization problem, for which there is a totalkan
ing of the criteria, would be to establish a lexicographubeyr
ing over variables and domains, such that optimal solutions
would come first in the search tré€reuderet al,, In Presk.

But this has the potential disadvantage of producing aliaras
ing behavior whenever assignments that are not supported by
any solution are considered, as a result of decisions made at
the first nodes of the search triglinker, 2004

Maximum satisfiability (MaxSAT) naturally encodes a
constraint optimization problem over Boolean variables
here constraints are encoded as clauses. A solution to the
R1axSAT problem maximizes the number of satisfied clauses.
Weights may also be associated with clauses, in which case
the sum of the weights of the satisfied clauses is to be max-
fmized. The use of the weighted MaxSAT formalism allows
solve a set of hierarchically dependent optimizatiorbpro

f"‘? a way of establishing preferences that express cost-or s§l s * pseudo-Boolean (PB) optimization may also be used
isfaction.

to solve this kind of problems, given that weighted MaxSAT

A special case of combinatorial optimization problemsyqplem instances can be translated td ABraset al., 200.

may require a set of optimization criteria to be observed, fo 4ch clause is extended with a relaxation variable that is

which is possible to define a hierarchy of importance. Notpen included in the cost function, jointly with the respeet
only you establish a hierarchy in your preferences, but als%eight.

the preferences are defined in such a way that the set of poten-
tial solutions gets subsequently reduced. Such kind of-probI

Boolean satisfiability (SAT) and PB have been extended
n the past to handle preferences. For example, SAT-based

“The authors thank Nic Wilson and Jorge Orestes for insightPlanning has been extended to include conflicting prefer-
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encedGiunchiglia and Maratea, 200 %o which weights are
associated, thus requiring the use of an objective fundtion
volving the preferences and their weights. In addition, al-



gorithms for dealing with multi-objective PB problems have softwareupgradeabilityproblem is to find a solution that sat-
been developel ukasiewyczt al., 2007, in contrast to tra-  isfies user preferences by minimizing the impact of intreduc
ditional algorithms that optimize a single linear function ing new packages in the current system, which is a reasonable
This paper is organized as follows. The next section deassumption. Such preferences may be distinguished estab-
scribes the problem of package upgradeability in softwardishing the following hierarchy: (1) constraints on packag
systems. being developed. Section 3 introduces multilevatannot be violated, (2) required packages should be iadtall
optimization and relates it with a variety of problems. Af- (3) packages that have been previously installed by the user
terwards, specific multilevel optimization algorithms are-  should not be deleted, (4) the number of remaining packages
posed, being based on MaxSAT and PB. Experimental resuligstalled (as a result of dependencies) should be minimized

show the effectiveness of the new algorithms. The software upgradeability problem can be naturally en-
coded as a weighted partial MaxSAT problem. In weighted
2 A Practical Example MaxSAT, each clause is a paiC,w) whereC is a CNF

o . clause andv is its corresponding weight. In weighted par-
We have_ all been through a situation where t.he installation %al MaxSAT, hard clausesnustbe satisfied, in contrast to the
a new piece of software turns out to be a nightmare. Thes

. : Femainingsoftclauses thashouldbe satisfied. Hard clauses
kinds of problems may occur because there arestraints

between the different pieces of software (calfgatkages are associated with a weight that is greater than the suneof th
Althouah these constrgints are expected to be han%led in weights of the soft clauses. A solution to the weighted phrti

ug O P o MaxSAT problem maximizes the sum of the weights of the
consistent and efficient way, current software distribngiare

developed by distinct individuals. This is opposed to tradi satisfied clauses.

. . N The following example shows a weighted partial MaxSAT
tional systems which have a centralized and closed develog— rmula for the ubaradeability problem

ment. Open systems also tend to be much more complex, a § P9 yp '

therefore some packages may become incompatible. In sudxample 2 Given a set of package constrairfis= {(p1,
circumstances, user preferences should be taken into@tccou{ps, ps}, {ps}), (p2, 0, 0), (p3, {p2 V pa}, D), (P4, 0,0), (ps,

The constraints associated with each package can be d@:())}, the set of packages the user wants to ingtafl {p, },
fined by a tuple(p, D, C), wherep is the packageD are  and the current set of installed packages in the system
the dependencies @f andC are the conflicts op. Disa  {p2}, its weighted partial MaxSAT instance is the following:
set of dependency clauses, each dependency clause being a

disjunction of packagesC is a set of packages conflicting (mas, 1) (22,4) (mz1 V 22,16)
with p. Previous work has applied SAT-based tools to en- (mw4,1)  (21,8) (21 V @5, 16)
sure the consistency of both repositories and installatias (mas,1) (mz1 V 24, 16)
well as to upgrade consistently package installations. - SAT (mz3 Va2V ay,16)

based tools have first been used to support distribution edi- This example uses a weight distribution that gives prior-

tors [Mancinelli et al, 2004. The developed tools are au- i 15 the user preferences over all the other packages, and
tomatic and ensure completeness, which makes them m%ﬁso gives priority to the current installation profile otke
religble than ad-hoc and manual tools. Recently, Max-SAloaining packages. The minimum weight (with value 1) is
has been applied to solve the software package installatiogsgigned to clauses encoding packages being installecas a r
problem fm”_‘_the user point of vieArgelich and Lynce, sult of dependencies, whose number should be minimized. A
2004. In addition, the OPIUM tod[Tuckeret al, 2007 uses o 4iym weight (with value 4, resulting from the sum of the

PB constraints and optimizes a user providedjleobjective weights of the previous clauses plus 1) is assigned to clause

function. One modeling example could be preferring Sma"erencoding packages currently installed in our system, iemord
packages to larger ones.

. _ . . to minimize the number of removed packages. A maximum
The encoding of these constraints into SAT is straightfor P 9

) : ; ‘weight (with value 8) is assigned to the packages the user
yvard. _for each pa_ckagg there ISa Boolean variable that wants to install. Finally, we assignheard weight (with value
is assigned to trudf packagep; is installed, and clauses are

. ' 16) to clauses encoding the dependencies and conflicts.
either dependency clauses or conflict clauses (one clause fo
each pair of conflicting packages).

E 1 Gi  of pack traits- {( 3 Multilevel Optimization

xample iven a set of package constrairfis= {(p1, - ) )

{p2,p5 V p6}.0), (02,0, {ps}), (3, {pa},{p1}), (P4, %pS The software upgradeability problem described in the pre-
p6}3} its enéod7ed C’NvF insténcé is théfono\,(,ing:’ ’ ’ vious section can be viewed as a special case of the more

general problem ofMultilevel Optimization[Colsonet al,,

-1V T -3V Iy 2007%. Multilevel optimization can be traced back to the
—z1 Vs Vg —x3V T early 70g[Bracken and McGill, 1978 when researchers fo-
-9 V —T3 x4 V T cused on mathematical programs with optimization problems
x4 V T in the constraints. Multilevel optimization representsierh

. . . . archy of optimization problems, where the outer optimizati
The problem described above is called softwasgallabil- yorop P P

ity problem. The possibility of upgrading some of the pack-  1This problem is also referred to ablultilevel Program-

ages (or introducing new packages) poses new challenges ggng [Candler and Norton, 1977and Hierarchical Optimiza-
existing packages may eventually be deleted. The goal of théon [Anandalingam and Friesz, 1992



problem is subject to the outcome of each of the enclosed opextends the standard encoding of weighted MaxSAT with PB
timization problems in order. In part motivated by the prac-constraints.
tical complexity of the multilevel optimization, most woirk i
the recent past has addressed the special case of bilevel gpl BMO with MaxSAT
timization[Colsonet al, 2007. Moreover, and for the spe- Consider the BMO problem specified by equations (1)-(3).
cial case of integer or Boolean variables, existing workils s We will now explain how solving a sequen¢e — 1,...,1)
preliminary[Denegre and Ralphs, 2009It should also be  of MaxSAT subproblems can significantly reduce the weights
observed that the general problems of bilevel and multileveassociated with the clauses.
optimization find a wide range of applicatiofolsonet al., The first MaxSAT subproblem corresponds to subproblem
2007, examples of which can be represented with integer ofn, — 1 and is defined as follows:
Boolean variablefMarcotteet al., 2004.

One can conclude that the software upgradeability prob- Neee,,_, (1)
lem can be viewed as a special case of multilevel optimiza- Acec, (¢ |Cm-1] +1) (4)
tion, where the constraints are clauses, and the variahles h Initial UB: [Cy_1| + 1
Boolean domain. The least constrained (or outer) optimiza- s (m—l
tion problem represents the problem of minimizing the num- Note thatC,,, corresponds to the set of hard clauses and
ber of newly installed packages due to dependencies, wherethe initial upper bound (UB) is given by the weight assodate
the most constrained (or inner) optimization problem repre With the hard clause In the worst case, the problem has no
sents the problem of maximizing the installation of pacleage Solution because at least one hard clause is unsatisfied.
in the user preferences. For each MaxSAT subproblem following in the sequence,

This paper focuses on the Specia| case of multilevel optilhe Weights of the clauses and the _initial UB are rescaled_, in
mization where the constraints are propositional clausds a such a way that the computed weights can be substantially
the variables have Boolean domain. This problem will besmaller than the original weights. o
referred to asBoolean Multilevel OptimizatioBMO). For For each subproble) let u; represent theninimumsum
BMO, the hierarchy of optimization problems can be cap-of weights offalsifiedclauses inC;. In case the weights of
tured by associating suitable weights with the claused- as ithe set of clauses i@’ is 1, u; corresponds to the minimum

lustrated for the package upgradeability problem. number of falsified clauses ifi;. Also, letp; be the weight
More formally, consider a set of claus€és= C; U C, U  associated with a set of claus€§ in a subproblem. The

... U Cy,, whereCy,Cs,...,C,, form a partition ofC. remaining MaxSAT subproblems can be defined as follows,
Moreover, consider the partition @f as a sequence of sets Withm —2 <i < 1:
of clauses: 1

<017027"'5077I> (1) xceci(c’( )(|C | + 1) )
Where a weight is associated with each set of clauses: eeCip @M bi (5)

Njziya Neec, (¢, (uj—1 +1) - pj—1)

(w1, w2, - Win) (2) Initial UB: (um—1 4+ 1) - pm—1

As with MaxSAT, clauses’,,, each with weighto;,,, are re- Observe that the values pf are refined for each iteration

quired to be satisfied, and so are referred thasl clauses.  of the algorithm, as these values depend on the value of
The associated optimization problem is to satisfy clauses landp,_; computed by previous iterations, it. = (u;_; +

satisfied clauses maximized o ] |C;—1]|, thus reducing the values of the computed weights.
Moreover, the hierarchy of optimization problems is cap- Finally, the MaxSAT solution for the original problem is
tured by the condition: obtained as follows:
w; > w; - |Gy i=2,....,m 3) m_1
1§’<i > wi- (1G] = us) (6)
i=1

The above condition ensures that the solution to the BMO N ) ) .
problem can be split into a sequence of optimization probProposition 1 The value obtained with (6), where the dif-
lems, first solving the optimization problem for the soft ferentu; values are obtained by the solution of the (4) and
clauses with the largest weight (i,,_1), then for the next (5) MaxSAT problems, yields the correct solution to the BMO
clause weight, and so on until all clause weights are consideroblem.

ered. Building on this observation, the next section prepos 42 BMO with PB

dedicated algorithms for BMO.
The efficacy of the rescaling method of the previous section
4 Solving Boolean Multilevel Optimization is still bound by the weights used. Even though the rescaling
method is effective at reducing the weights that need to be

This section describes alternative solutions for BMO, in ad considered, for very large problem instances the challefige

dition to the weight-based solution described earlier ia th

paper. The first solution is based on iteratively rescalivg t 2\We are considering the MinUNSAT problem, instead of the
weights of the MaxSAT formulation. The second formulation equivalent MaxSAT problem.



large clause weights can still be an issue. An alternative a@BMO approaches. In what follows we will use BM® to
proach is described in this section, which eliminates tlegine denote weight rescaling BMO with MaxSAT and BNi®to
to handle large clauses weights. This approach is based atenote BMO with iterative pseudo-Boolean optimization.
solving the BMO problem as a sequence of PB problems. The problem instances of the upgradeability problem have
Consider the BMO problem specified by equations (1), (2)oeen obtained from the Linux Debian distribution archie
and (3). Each set of claus€g can be modified by adding where Debian packages are daily archived. Each daily
a relaxation variable to each clause. The resulting set-of rearchive is a repository. Two repositories corresponding to
laxed clauses i€, and the set of relaxation variables used issnapshot with a time gap of 6 months have been selected.
denoted byY;. For example, itc; € C;, the resulting clause From the first repository, the packages for a basic Debian in-
isc;,» = ¢jUy;, andy; € Y;. Solving MaxSAT by adding re-  stallation have been picked, jointly with a set of other pack
laxation variables to clauses is a standard techrfigmeyoud  ages. From the second repository, a set of packages to be

et al, 1996; Aloulet al, 2004. upgraded have been picked. This set of packages is a subset
The next step is to solve a sequence of PB problems. Thef the installed packages. Each problem instance is denoted
first PB problem is defined as: asi <x>u<y> wherex is the number of installed packages
: (apart from the 826 packages of the basic installation)yand
min- ey, . Y is the number of packages to be upgraded. In the following
s.t. Aeec,, € (7)  experiments the number gfpackages ranges from 0 to 4000
A . and the number of packages is 98. The packages corre-
er€C spond to the subset of packages of the basic installatidn tha
Let the optimum solution be,,_;. wv._1 represents the have been updated from one repository to the other.
largestnumber of clauses with weight,,_; that can be sat- The four MaxSAT solvers used for the evaluation are: In-
isfied, independently of the other clause weights. cWMaxSatz[Lin et al, 2004, MiniMaxSat [Heraset al,,
Moreover, the remaining PB problems can then be define@00d, Sat4jMaxsaf and WMaxSat4Argelich and Manya,
as follows: 2007. The four PB solvers used for the evaluation are:
. Bsolo[Manquinho and Marques-Silva, 2d0Minisat+[Eén
min- 3 ey, ¥ and Soérensson, 20)6BS4[Aloul et al, 2004 and Sat4jPB.
s.t. Neec,, © Other solvers could have been used, even tough we believe
m—1 (8) that these ones are some of the most competitive and over-
/\j:i (ACTEC;-‘ Cr) all implement different techniques which affect perforroan
/\fn_fl (Z y=u ) differently. For each solver, a set of instances were ruh wit
J=itl \~ueY; ’ the default solver and BMO® or BMO*?. In order to study

With 1 < i < m — 1, and where the optimum solutionss.  the scalability as the number of packages to install ine@sas
In this casey; represents the largest number of clauses wit@n additional number of instances has been run for the best
weightw; that can be satisfied, taking into account that forPerforming solver.

larger weights, the number of satisfied clausesstbe taken The experiments were performed on an Intel Xeon 5160
into account. The last problem to be considered correspondigrver (3.0GHz, 1333Mhz FSB, 4MB cache) running Red Hat
to: = 1, for the clauses with the smallest weight. Enterprise Linux WS 4. JRE 1.6@07 was used for Sat4j.
Finally, given the definition of;, the PB-based BMO so- Each instance was given the timeout of 900 seconds.
lution is obtained as follows: Table 1 shows the CPU time required by MaxSAT solvers
1 to solve a set of given problem instances. Colubefault
Z I ©) shows the results for the off-the-shelf solver and column
P R BMO™#¢ shows the results for the weight rescaling approach

specially designed for solving BMO problems with MaxSAT.
As can be concluded, the proposed PB-based approach c&or each instance the best result is highlighted in bold.
solve the BMO problem without directly manipulatiagy Clearly, IncWMaxSatz with BMO*¢ is the best perform-
clause weights. ing solver. Nonetheless, every other solver benefits from

Proposition 2 The value obtained with (9), where the differ- the use of BMO?¢. The only exception is Sat4jMa_1xsat be-
cause it spends around 8 seconds to read each instance and

entu; values are obtained by the solution of the (7) and (8)with BMQO"s¢ the solver is called three times for the instances

PB problems, yields the correct solution to the BMO pmblem'considered. Another advantage of using BMOs that the

. - solvers do not need to deal with the large integers represent

5 Experimental Evaluation ing the clause weights, which are used in the default encod-
This section describes the experimental evaluation cadeduc ing. This can be such a serious issue that for some solvers
to show the effectiveness of the new algorithms describethere are a few problem instances (designated with ’-’) that

above. With this purpose, we have generated a compresannot be solved.

hensive set of problem instances of the software upgrade- Table 2 shows the results for PB solvers on solving the

ability problem. In a first step, a number of off-the-shelf

MaxSAT and PB solvers have been run. In a second step, 3http://snapshot.debian.net

these MaxSAT and PB solvers have been adapted to perform “http://www.sat4j.com



IncWMaxSatz MiniMaxSat Sat4jMaxsat WMaxSatz
Instance || Default | BMO"™¢ | Default | BMO™*¢ | Default | BMO"*¢ | Default | BMO"*¢
iOu98 3.90 3.29 - 89.96 10.74 29.78 | 275.50 13.15
i10u98 3.58 3.63 - 90.06 10.60 25.88 | 276.32 13.19
i20u98 4,72 3.67 - 90.24 10.77 25.94 | 348.13 13.28
i30u98 4.33 3.81 - 90.39 10.80 26.02 | 316.93 14.87
i40u98 4.13 3.58 | 254.21 92.20 10.37 26.67 | 265.45 14.67
i50u98 457 3.37 - 91.65 - 27.53 - 18.67
i100u98 7.50 3.97 - 99.79 - 26.54 - 100.98
i200u98 16.22 5.64 - 95.89 - 27.57 - >900
i500u98 22.98 4.82 - 126.97 - 46.51 - >900
i1000u98 37.47 5.74 - 195.54 - >900 - >900
i2000u98 45.69 7.39 - 223.81 - 685.17 - >900

Table 1: The software upgradeability problem with weighgadial MaxSAT solvers (time in seconds)

Bsolo Minisat+ PBS4 Sat4jPB
Instance || Default | BMO™® | Default | BMO™® | Default | BMO™® | Default | BMO™®
iOu98 5.38 23.81 >900 5.97 >900 116.45 3.97 11.72
110u98 25.33 23.63 >900 5.91 >900 46.26 3.63 11.67
i20u98 91.13 23.37 >900 7.77 | 735.54 59.11 18.05 13.82
i30u98 104.18 23.25 >900 7.83 >900 78.88 19.10 13.74
i40u98 92.27 23.13 >900 22.52 >900 111.40 48.42 26.48

i50u98 103.73 23.00 >900 25.91 >900 64.49 | 48.35 25.98
i100u98 321.46 22.40| >900 19.22 >900 78.81| 41.09 54.86
i200u98 >900 22.19| >900 39.78 >900 70.86 69.53| 116.05
i500u98 >900 23.61| >900 >900 >900 91.17| 158.52 >900
11000u98 >900 71.51| >900 >900 >900 >900 >900 >900
i2000u98 >900 90.15| >900 >900 >900 242.10| >900 40.54

Table 2: The software upgradeability problem with pseud@Ban solvers (time in seconds)

same instances. BM@ boosts the solvers performance, BMO"*¢ has been able to improve its performance and to re-
with Sat4jPB being the only exception (for some instancegluce the impact of the size of the instance in the performance
it improves, for some other it does not). For the remain-

ing solvers, the improvements are significant: most of thee Conclusions

instances aborted by the default solver are now solved with

BMO™*. Although there is no dominating solver, in contrast In many practical applications, one often needs to solve a hi
to what happens with IncWMaxSatz in the MaxSAT solvers,erarchy of optimization problems, where each optimization
Bsolo is the only solver able to solve all the instances withproblem is specified in terms of a sequence of nested opti-
BMO™*. Also, despite an observable trend of increasing rummization problems. Examples in Al include specific opti-
times as the size of the instances increase, there are a few omization problems with preferences. Another concrete ex-
liers. This also contrasts with MaxSAT solvers, but it iSs noample is package management in software systems, where
surprise as additional variables can degrade the solvers peSAT, PB and MaxSAT find increasing application. It is pos-
formance in an unpredictable way. sible to relate these optimization problems with multileve

Finally, we have further investigated IncWMaxSatz, which (or hierarchical) optimizatioiBracken and McGill, 1973;
was the best performing solver. Figure 1 shows the scalaCandler and Norton, 1977; Colsetal, 2007, which finds
bility of the solver comparing the default performance of In @ large number of practical applications.
cWMaxSatz with its performance using BMO. (The plot This paper focus on Boolean Multilevel Optimiza-
includes results for additional instances, with each poimt ~ tion (BMO) and, by considering the concrete problem of
responding to the average of 100 instances.) We should firgtackage upgradeability in software systems, shows that ex-
note that the default IncWMaxSatz solver is by far more comisting solutions based on either MaxSAT or PB are in general
petitive than any other default MaxSAT or PB solver. Its per-inadequate. Moreover, the paper proposes two different al-
formance is not even comparable with WMaxSatz, despitgorithms, one that uses MaxSAT and another that uses PB,
IncWMaxSatz being an extension of WMaxSatz. This is dueto show that dedicated algorithms for BMO can be orders of
to the features of IncWMaxSatz that make it particularlg-sui magnitude more efficient than the best off-the-shelf MaxSAT
able for these instances, namely the incremental lowerdounand PB solvers.
computation and the removal of inference rules that are par- Despite the very promising results, a number of research
ticularly effective for solving random instances. Noné#lss,  directions can be outlined. One is to evaluate how the pro-
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